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1 ADDITIONAL INFORMATION ABOUT THE
LLM SUPPLY CHAIN

1.1 Many, diverse, entities populated the
LLM-supply chains

• Technical artifacts: LLM-based services were developed along
multiple phases and relied on several technical components. In
use, they were composed of a fine-tuned model for the applica-
tion at hand, but also user interfaces for their end-users, work-
flows for post-filtering the outputs of the LLMs (e.g., for toxi-
city), logging data and monitoring potential issues, infrastruc-
tures to support the computations and data needs, etc. Such ser-
vicesmight even be composed of several fine-tunedmodels chained
together [7]. Building each of these in-use components required
various build-up components, such as pre-training datasets, the
foundation model on which the model was fine-tuned, a fine-
tuning dataset, training scripts, data processing scripts, more in-
frastructures to handle data and computations, etc. The granu-
larity of these components is not set: sub-components make up
these in-use-components and build-up-components, e.g., a train-
ing dataset is made of data samples and annotations, a filtering
workflow might be made of several filters for gender bias, race
bias, toxicity, etc. P33 “[Deployer organization], as a trusted plat-
form, is easier to get started with and to deploy use cases on than
building a new system from scratch, and having to work through
your own security and firewalls and load balancers, and all the
complexity behind standing up a new web application.”

• Provider : An entity might participate in producing any technical
component used downstream to produce and maintain the final
LLM. Often, it was not the same entity that worked on the differ-
ent components of the LLM. Policy documents [1, 6] make the
useful distinction between the “developer” (or “provider”) and
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the “deployer” of the LLM, where the developer creates a fine-
tuned LLM and the deployer makes this LLM ready for use, e.g.,
integrating it within a software stack, adding filters in the out-
put of the LLM to circumvent potential offensiveness. We add
the “assessor” category that deals with evaluating the LLM or
its components during or after development, according to vari-
ous requirements, e.g., to make sure of the legal compliance of
the LLM and assess whether the system is ready for use. Asses-
sors were involved with the assessment of different aspects of
the AI system, be it the quality of the outputs of the AI system
(e.g., accuracy, fairness), the system performance (e.g., speed), or
the legality and ethics of its process (e.g., model training on non-
copyrighted data). Note that at a finer granularity level, providers
adopted specific roles vis-a-vis the components they were in
charge of (e.g., developers, researchers, designers).

• Consumer : This could either be an independent user or an or-
ganization that provided access to an LLM-based service to its
employees or external users. The consumer employed the LLM-
based service to conduct a certain task for their personal or pro-
fessionalwork. Integrating the LLM into existingworkflowsmight
require additional efforts, e.g., to merge the application with ex-
isting software. Here we defined consumers and producers with
regard to the final LLM. Yet, producers could themselves be con-
sidered consumers of other technical artifacts created by other
producers (e.g., an LLM fine-tuner, while being the producer of
the fine-tuned LLM, might be the consumer of training data sam-
ples and their annotations). In that sense, the nature of an orga-
nization did not depend on whether it was an LLM consumer
or producer, it could be both for different systems and different
technical artifacts.

• Indirect stakeholders: Other entities which did not explicitly par-
ticipate in the LLM supply chain, could be impacted by the LLM
due to negative externalities [3] or could simply have an opinion
about the LLM and its impact on society [10]. LLMs impacted in-
direct stakeholders in several ways. Indirect impact dealt with
the environmental impact of the training and deployment of the
system on various communities [11], the potential privacy in-
fringement of the data used to train and evaluate the AI systems
[2], etc. Direct impacts dealt with issues related to the inputs and

https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://doi.org/10.1145/3706598.3713787


CHI ’25, April 26-May 1, 2025, Yokohama, Japan Balayn and Yurrita, et al.

outputs of the LLM. One might unintentionally be exposed to
the potentially problematic (e.g., offensive) outputs of the LLM.
Besides, one might be the content-subject in an LLM query or
in the training data, and become at risk. Such risk could revolve
aroundmisrepresentation of the content-subject (e.g., due to hal-
lucination), infringement of their data rights (the LLM prompt
might contain information about them, that might be logged in
by the system potentially without their consent [9], e.g., to fur-
ther fine-tune the AI model), or other privacy infringement (the
LLM user might get access to their private information adversar-
ially or not, because of information leakage problems and hallu-
cinations that LLMs suffer from [12]).

1.2 The entities connected at several junctions
of the supply chain

• Junctions for the production of technical artifacts. Producers had
to make the first decision to pour efforts and invest in producing
a technical artifact. Later on, many decisions weremade towards
the production of the artifact. These could be decisions internal
to the producer (e.g., which base model to use), or decisions in-
volving multiple producers (e.g., deciding to rely on one data
annotation organization or another).

• Junctions at the intersection between production and consumption.
Later on, once a technical artifact had been developed, the pro-
ducer needed to decide that this artifact was satisfying enough to
release it.Then, the producer also needed tomake various access-
related decisions, such as deciding on the ways consumers will
access this artifact, which consumers will be granted access, etc.

• Junctions in the consumption of the technical artifacts. Finally,
consumers decided for or against adopting a technical artifact
(e.g., based onwhether it functioned, or whether it reduced cost),
and use was granted or pushed toward individual end-users. In-
direct stakeholders and the individual end-users, in this context,
could decide to contest the production and/or consumption of
the technical artifact.

These junctions were not only relevant to the final LLM, but
also to the technical artifacts required to develop this LLM-based
service. The actors could greatly vary across junctions and supply
chains, be they organizational or individual (e.g., an organization
decided to adopt the LLM of another organization, or a product
manager in this first organization actually took the decision).

1.3 The entities and junctions involved in the
supply chain were extremely complex

No two supply chains were identical. They differed in terms of en-
tities and artifacts involved, and of the relations between them.

• Organizational complexity: A single organization could playmul-
tiple roles vis-a-vis the same technical artifact, as developer and
deployer, or even consumer. An organization could also play
several roles vis-a-vis different artifacts (e.g., a company could
specialize in deploying AI systems for various applications, and
hence maintained several LLMs at a time). Several organizations
could bear the same types of role within the same supply chain,
e.g., of developer for the foundation or the fine-tuned model.

• Individual complexity: An individual entity could adopt multi-
ple roles vis-a-vis one or multiple organizations or artifacts. For
instance, someone employed by a consumer organization and
hence used an LLM professionally, could also use the same or
a different LLM outside the context of the company, e.g., using
the free version of ChatGPT to prepare their homework. Besides,
they could be users of an LLM and producers of a different one.
For instance, AI developers relied on LLM-code-generators to
produce the code for the LLM their organization developed, and
marketing teams used LLMs to produce content to advertise the
LLM their organization developed.

• Technical complexity: One technical component of an LLM could
be used to developmore than one application (e.g., public datasets).

2 ADDITIONAL FINDINGS
Because of similarities with prior literature, we did not expand on
the findings below in the main text.

2.1 The trustee’s factors related to the technical
artifacts that impact trust

The trust factors that trustors typically paid attention to are aligned
with those that prior works have investigated and that communi-
cate the trustworthiness of an AI system [5], and directly relate
to the trust expectations and vulnerabilities above. The ability of
the LLM-based service is for instance illustrated by precise con-
siderations around the accuracy of the service’s outputs. An AI
engineer (P12) discussed the model’s accuracy as a priority to de-
velop their generative AI offerings: “It would be really important to
have accuracy: it builds trust. If it fails miserably, trust will go down
quickly.” ; while a product manager (P21) in a provider organization
insisted on their need to generally know about the LLM’s capabil-
ities: “Transparency means knowing the capabilities of the model,
where it performs well or not. With that, I will be able to better trust
it and utilize it.” Interestingly, despite trustor’s expectations some-
times being at the organizational level, only two consumer organi-
zations went beyond the properties of the LLM-based systems and
attempted at evaluating the ability of the systems to fulfill organi-
zational benefits and avoid organizational risks. They attempted at
measuring increased productivity by testing the system with real
users over several weeks.

As for the process integrity, while prior works discussed in-
tegrity for non-LLM systems and focused on explainability mech-
anisms [5], our participants discussed the source of the informa-
tion outputted by the LLM-based service and the advantages of
retrieval-augmented LLM generation [4], and the suitability of the
system’s individual components. For instance, a UX researcher (P6)
discussed how they prompted their provider organization to de-
sign meaningful experiences for the end-users, instead of focus-
ing on pleasing the product managers of the consumer organiza-
tions “We are trying to push for including transparency and even
onboarding in the service. Otherwise, people are just not gonna adopt
the product because they won’t trust it since they can’t understand
where it comes from and how the results are generated.” The inten-
tion benevolence is reflected by considerations around the ethi-
cality of the system and its production. For instance, another UX
researcher (P5) pointed out the necessity to account for both the
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ability and benevolence of the service: P5 “If we think in terms of
product adoption and trust building experience, we want tomake sure
that our LLM is performing very well, but also obviously from the re-
sponsibile AI side, it should be safe before we roll it out.”

2.2 The factors related to the trustor that
impact trust

Differences in the extent of trust are due to the trustors’ personal
perceptions and expectations of the trustee.

• Two trustors could judge the value of one trustee’s characteristics
differently. For instance, one trustor considered the ability of
one LLM as acceptable and meeting their expectations because
the accuracy reached a high percentage. Instead, another trustor
doubted it because they did not think accuracy was measured
appropriately. Similarly, some perceived the developer organiza-
tion making some information transparent as a sign of integrity,
while others remained more critical and saw it as a lack of in-
tegrity because not all information was transparent.

• Different trustors presented different expectations towards a same
trustee and activity.They attributed different relative importance
to the trustee’s characteristics. For instance, many consumer or-
ganizations trusted deployer organizations based on signs of in-
tegrity and ability (both at the organizational- and LLM-levels),
while indirect stakeholders and individual end-users attached
more attention to the benevolence of the deployer and consumer
organizations. The employees of the developer organization in
turn emphasized benevolence concerning potential job displace-
ment and integrity concerning the deployment of an LLM.

• These differences came from trustors’ inherent subjectivity, their
natural propensity for trust in organizations and in technology,
the ways they perceived AI systems, their advantages and po-
tential concerns. Trustors’ knowledge of LLMs (e.g., their func-
tioning and potential harm) also impacted the types of trustwor-
thiness cues they were looking for. P34 “Continuing to educate
everybody on what’s the best use of AI and what is trustworthy AI,
it will allow each team to make better calls of what to use.”

2.3 The contextual factors that impact trust
• The stakes of the trust activity directly impacted the relation.While
being aware of several LLM issues (e.g., unfairness and brittle-
ness), consumer organizations were primarily concerned with
accuracy issues and data leakages because of the risks such is-
sues might cause to their business. In turn, the considerations of
end-users and indirect stakeholders revolved around the risks of
using LLMs for themselves (e.g., the offensiveness of the outputs
and potential discrimination towards their community). They
did not necessarily match those of the consumer organizations.

• Additional contextual factors impacted trustors’ expectations. The
expectations of the consumer organizations towards the LLM
differed depending on the environment inwhich individual users
would use this LLM. Particularly, when users are employees of
the consumer organization, we found expectations in terms of

accuracy, while in cases where the users are external to the or-
ganization, we also found expectations concerning the offensive-
ness of the LLM outputs –although mishaps can happen, em-
ployees could be trained, informed or notified so that harm is
minimized in the first case.

• Past interactions with other similar trustees impacted trust. A de-
ployer organization trusted the LLM for text translation from
one producer, and consequently also trusted the LLM for text
summarization of this producer.

• Role multiplicity impacted trust. For trustees with multiple roles,
their ability, benevolence, integrity characteristics vis-a-vis their
different roles impacted each other. For instance, if an organiza-
tion was both developing and deploying the LLM, the end-user
could expect more of this organization than if it had a single
role. Besides, if a technical artifact was used to develop two dif-
ferent LLMs and one of them had a bad reputation, trust towards
this artifact and the second LLM could decrease. As for trustors
with multiple roles, having different trust relations with an LLM
in different qualities was likely to impact their overall trust to-
wards AI and individual LLMs.

2.4 Miscellaneous findings about miscalibrated
trust, distrust, and trust for adversarial
purposes

• Miscalibrated trust due to lack of expertise and misinterpretations:
Certain participants believed that fine-tuned models are trust-
worthy as long as the underlying foundation model is, which is
not always the case in practice [8]. Others, simply because of
the presence of explanations for the outputs of the systems, had
a stronger belief in the integrity of the organization and system,
despite these explanations not necessarily being informative.

• Impossibility of trust: Tensions between technical feasibility and
these meta-properties surfaced. For instance, while certain par-
ticipants asked for extensive transparency about technical de-
tails of the LLM supply chain, this revealed to be impossible to
provide technically due to the temporality of the supply chain.

• Trust dynamics that do not foster trustworthy LLM supply chains:
Some activities in the trust relations contribute to maintaining
the company’s trade secrets about the performance of the LLMs
(that is potentially low) or simply about the LLMs’ technical de-
tails –i.e., a producer organization or a manager trusting its em-
ployees or end-users not to release to the public any information
about the LLM.
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