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Figure 1: Illustrative example of an LLM supply chain inspired by the descriptions from our study participants. Respectively
in pink and in blue, we show the technical artifacts and actors (with examples) involved in the supply chain. In orange, we
provide examples of decisions these actors might have to make concerning the LLM production at different junctions of the
LLM supply chain. Note that along the supply chain, each actor adopts both provider and consumer roles (dashed arrows)
since their production work relies on the consumption of existing technical artifacts. Besides, in practice, one actor might be
involved as the provider of multiple technical artifacts (e.g., one actor might produce both the fine-tuned LLMmodel and the
software application around it, and might even provide this software application as a service to its customers). The current
representation is simplified, as some actors downstream of the supply chain might also be involved upstream (e.g., ACME
inc. might give some of its data to the fine-tuned model provider in order to fine-tune this model further). The green arrows
represent examples of trust relations that traverse the LLM supply chain (the tail of the arrow refers to the trustor and the
arrow’s pointer to the trustee) and might ultimately affect the trustworthiness of the LLM-based service.

ABSTRACT
Research on trust in AI is limited to several trustors (e.g., end-users)
and trustees (especially AI systems), and empirical explorations re-
main in laboratory settings, overlooking factors that impact trust
relations in the real world. Here, we broaden the scope of research
by accounting for the supply chains that AI systems are part of.
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To this end, we present insights from an in-situ, empirical, study
of LLM supply chains. We conducted interviews with 71 practi-
tioners, and analyzed their (collaborative) practices using the lens
of trust drawing from literature in organizational psychology. Our
work reveals complex trust dynamics at the junctions of the chains,
with interactions between diverse technical artifacts, individuals,
or organizations. These junctions might constitute terrain for un-
calibrated reliance when trustors lack supply chain knowledge or
power dynamics are at play. Our findings bear implications for AI
researchers and policymakers to promote AI governance that fos-
ters calibrated trust.

https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://doi.org/10.1145/3706598.3713787


CHI ’25, April 26-May 1, 2025, Yokohama, Japan Balayn and Yurrita, et al.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI ; Em-
pirical studies in collaborative and social computing; • Computing
methodologies→ Artificial intelligence; • Social and profes-
sional topics → User characteristics; Management of comput-
ing and information systems.
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1 INTRODUCTION
Trust is essential for collaboration [131]. Given the rise of human-
AI collaboration modalities in the use of AI systems (e.g., AI out-
puts as recommendations to the user of the AI system [2, 110]),
HCI researchers have started exploring trust relations between hu-
mans and AI systems [73, 126, 133], and the conditions for devel-
oping calibrated trust in deployed AI systems [8, 11, 121, 145]. To
this end, they have limited the trustee (i.e., the actor that is trusted)
to the AI system, and the trustor (i.e., the trusting actor of such an
AI system) to the user of the AI system who is conducting a task
with the help of the system [66, 78, 134], the decision-subject in
the task at hand [2, 132], or the general public [2, 68].

The collaboration between humans and AI is however not lim-
ited to their interactions during task execution. The development
and deployment of AI systems also result from collaborative work
between actors in the AI supply chain [29, 34]: the collaborations
at each of its junctions might then be governed or influenced by
trust dynamics (see example in Figure 1). For instance, an AI sys-
tem such as a Large Language Model (LLM) requires an organiza-
tion to develop a foundation model, the same or another organiza-
tion to fine-tune the model and deploy it in an application, and a
consumer organization to adopt this application. There, before an
end-user even starts working with the LLM-based service to carry
out certain tasks, the consumer organization probably first devel-
ops trust in the foundation or fine-tuned model (or even in the or-
ganization developing these models [132]) to then adopt the LLM-
based service. Decades of organizational psychology research [5,
7, 53, 72, 76, 92, 102, 111, 120, 122] and the few in-situ studies of
trust in AI have already hinted at the existence of such trust rela-
tions within (AI) lifecycles inside the supply chain [18, 132] and
of organizational factors impacting these relations [66]. By play-
ing a key role in the use of AI systems but also in their adoption,
deployment, and development, trust might ultimately affect the re-
sulting trustworthiness of these AI systems, and how responsible
their production is.

In this work, we argue that the study of trust between humans
and AI systems should be expanded beyond end-user interactions

and consider the complex AI supply chains. By building on valu-
able prior research, we explore the trust dynamics that may power
or hinder the AI supply chain, and draw the landscape of trust-
related notions (e.g., vulnerabilities and expectations, miscalibra-
tion, reliance) which might impact the trustworthiness of the re-
sulting AI system and its production. We characterize these no-
tions that are typically not considered in the study of trust in human-
AI collaborations, to inform future research opportunities for build-
ing trustworthyAI systems. To this end, we conducted a qualitative
empirical study. We interviewed 71 actors of the LLM supply chain
(over 3600 minutes of recording), including providers, deployers,
and consumers of such LLMs. We enquired about their work prac-
tices and collaborations with colleagues and other organizations.
We focused on LLMs due to their timely relevance and concomitant
supply chain governance challenges [55]: with the rise of LLMs,
many small and medium-sized companies depend on foundation
models provided by larger organizations and fine-tuned to their
specific needs by intermediate organizations. We analyzed the in-
terview transcripts through a trust lens, aided by prior work on
trust in organizational psychology.

Our results illustrate the importance, diversity, and complexity
of trust relations beyond known trustors, trustees, and trust activ-
ities, both within and across organizations. Among others, these
include generalized trust in technologies and trust in individuals
and organizations complementing trust in specific AI systems. Our
findings also point out new factors that impact trust relations and
can be vectors for uncalibrated trust, such as the dependencies be-
tween trust relations involving different trustees or trust activities,
vulnerabilities revolving around organizational reputation, or his-
torical relations. Finally, our insights show that the LLM supply
chain junctions are not always sustained by trust but by reliance,
since trust might not be practically and conceptually achievable
for all trustors.

These results bear implications for AI trust researchers and pol-
icymakers who intend to regulate LLMs and foster their trustwor-
thy production and adoption. They encourage interrogating the
appropriate object of study along the AI supply chain, whether
it should be trust or resulting behaviors such as reliance, blind or
calibrated trust, and trust in AI systems, trust in AI technologies,
trust in technical artifacts, or trust in individuals and organizations.
They also prompt revisions of current transparency and literacy
tools and other modes of governance that communicate trustwor-
thiness cues, to account for the new trustees, trust factors, and
causes of miscalibrated trust that emerge from the AI supply chain.
Finally, our results shed light on power relations that impact these
trust dynamics, and the ways they can be addressed to build trust-
worthy AI systems that fulfill different stakeholders expectations.
We hope that this paper acts as a call to broaden the scope of pol-
icy and research work, and to particularly address pressing issues
(e.g., uncertainty, accountability horizon, power relations hinder-
ing trust) in complex trust dynamics along AI supply chains.

2 BACKGROUND & RELATEDWORK
2.1 The Fundamentals Of Trust

What is trust? Trust is an attitude relevant in many domains.
Next to trust between humans and automation technologies [76],
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there are trust relations between various trustors and trustees, such
as trust between individuals and especially coworkers in a supply
chain [120], trust between individuals and organizations or institu-
tions, or trust between organizations. Researchers investigate trust
through diverse lenses, be it organizational, sociological, interper-
sonal, psychological, and neurological perspectives [76].

In this work, we primarily rely on insights stemming from or-
ganizational psychology [86], the research domain interested in
the attitudes and behaviors of employees in organizations. This
domain perfectly coincides with our research context, which deals
with the collaborations between individuals and/or organizations
along the AI supply chain. Researchers in organizational psychol-
ogy [116] characterize trust relations with a trustor, a trustee,
and a trust activity. For instance, the user of an LLM-based ser-
vice might trust the service to summarize texts that do not require
expertise (activity 1), but might refrain from relying on it when
they need to summarize scientific papers (activity 2). Despite trust
not having an agreed-upon definition, a majority of work agrees
to further characterize the trust relation by the positive expecta-
tion the trustor has for the trustee, and the trustor’s vulnerability
and uncertainty vis-a-vis the trustee [76, 133].

Researchers argue that trust is useful in handling complex situ-
ations as it contributes to completing activities that require delega-
tion [76] –trust might lead to the trustor’s reliance and compliance
behaviors on the trusted party. Ideally, trust should be appropri-
ate or calibrated [87], i.e., there is alignment between the per-
ceived and actual trustworthiness of the trustee, or in other words,
the trustors solely trust trustworthy trustees [64]. Instead, inappro-
priate trust might result in inappropriate reliance behaviors such
as misuse, disuse, or abuse of a technology [64].

In the context of AI, studied trustors are either a user [66, 78,
134] of an AI system, an individual who is the subject of an AI
output (termed “decision-subject”) [132], or an external observer
(the public) [2, 68]. The trustee is the AI system, conceptualized as
one entity that outputs predictions about input samples [57] or as
a general technology [68]. Past research is particularly relevant for
understanding the conditions that lead to the adoption of AI-based
software systems [5, 66], and appropriate reliance on such systems.
However, AI systems, especially those based on LLMs, are much
more complex artifacts [29]: they result from supply chains com-
posed of different actors collaborating or relying on each other’s
work to develop and deploy the AI systems. Trust or lack thereof
might affect reliance behaviors among these actors, and the na-
ture of those behaviors ultimately shapes the behavior that the AI
systems manifest downstream. Hence, we broaden the scope of re-
search and inspect trust across the actors in the LLM supply chain.

Which factors impact trust among individuals or towards tech-
nologies? Researchers have identified several factors that impact
trust [80, 86]. We will investigate whether the same trust factors
apply along the AI supply chain.

Trust first depends on the trustee’s trustworthiness charac-
teristics, whose impact is mediated by the affordances that expose

them to the trustor, such as transparency frameworks and docu-
mentation [80]. The ABI framework [86] defines ability, benevo-
lence, and integrity as the primary trustee’s trustworthiness char-
acteristics. “Ability is that group of skills, competencies, and char-
acteristics that enable a party to have influence within some spe-
cific domain”, “benevolence is the extent to which a trustee is be-
lieved to want to do good to the trustor, aside from an egocen-
tric profit motive”, while “the relationship between integrity and
trust involves the trustor’s perception that the trustee adheres to
a set of principles that the trustor finds acceptable” [86]. Specifi-
cally for AI, researchers have identified factors of trustworthiness
that are intrinsic or extrinsic to AI systems and related to the ABI
framework [13, 64]. These include the quality of the AI outputs [5,
39, 64] and ethical considerations about the AI system (e.g., dis-
crimination) [98] and the ways they are handled by the system
producer [5] in terms of ability; explanations provided for each
AI output [64] in terms of integrity; transparency about the AI
system [13, 39] and designed user-interaction [5, 64] in terms of
benevolence. Available information about the organization devel-
oping the AI system, e.g., demonstrated expertise, guidelines for
integrity, and social responsibility, can also impact trust [13].

Trust also depends on the trustor’s inherent and acquired
characteristics (e.g., gender, age, income, and employment situ-
ation [98]) and their attitudes (e.g., disposition for trust) [5, 76].
Finally, the context of the trust activity mediates trust by im-
pacting the trustor’s systematic and heuristic processing of the
trustee’s affordances [80]. In the context of an AI system conduct-
ing a prediction activity, the activity characteristics are important,
such as whether it is technical or requires social intelligence [49],
whether it has high stakes [4], how complex it is [63], and the ap-
plication it serves [98].

2.2 Trust & Supply Chains
Researchers in organizational psychology explicitly discuss trust
within organizations [7, 53, 92, 102, 120] or supply chains [72, 111,
122]. They have shown that trust is developed through an ongoing
relationship between individuals within the supply chain, and it
constitutes a competitive advantage for organizations in the supply
chain and a catalyzer for collaborations and hence performance [72,
111]. There, different types of trust exist, such as trust in the in-
tegrity, competence, or predictability of the trustee, as well as cal-
culative trust (economic calculation for assessing the benefits and
costs that can be derived from creating and sustaining a relation-
ship) [48, 92, 120]. Such trust is impacted by different factors, such
as bargaining power, contracts, relationship duration, exchanges
of information and confidentiality, the reputation of the trustee,
and commitment [48, 72, 122]. The organizational context, i.e., in-
teractions between co-workers that inform about the trustee, and
indirect information related to the trustee such as based on insti-
tutional trust and meta-trust, mediate trust [76].

In the context of AI, researchers have investigated AI lifecy-
cles [93, 101] and AI actors involved in trustworthy AI questions
[36, 52, 62, 103, 118]. There are now explicit references to AI as a
supply chain and investigating the implications of this notion for
accountability [29, 139], explainability [37, 118], and political econ-
omy [33, 34]. However, these ideas of lifecycles and supply chains
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are still rarely acknowledged in studies of AI trust. A few works
show that trust in AI systems is impacted by characteristics beyond
the AI system, such as the identity of the organizations around the
AI system [13, 132], the certainty on who is accountable for it, the
interlocutor in case of complaints, or the existence of AI ethics gov-
ernance processes, and the lack thereof [98]. Furthermore, to the
best of our knowledge, Toreini et al. [125] are among the only ones
that present AI as a pipeline with various stages involving various
activities and technical components, and that discuss trust along
these different dimensions. Besides, Benk et al. [15] and Jacovi et al.
[64] proposed to reframe the investigation of trust in AI, to trust in
the socio-technical system surrounding the AI system, especially
accounting for the various human stakeholders interacting with
AI. Yet, none of these works have empirically and comprehensively
studied such a supply chain in relation to trust — a gap we address.

2.3 Trust In Policy Spaces
To the best of our knowledge, trust dynamics alongAI supply chains
lack not only visibility in HCI research but also explicit account in
policies and regulations discussing trustworthy AI. For instance,
the proposal of the European Union for regulating AI (AI Act [30])
mentions trust as an objective [75] without delving into the diverse
needs for trust or reliance and the conditions for calibrated trust.1
Instead, it relies on the idea that regulations revolving around the
ability of the systems and consequently their trustworthiness will
enhance trust in them, neglecting the other trust actors and fac-
tors that the literature has been hinting at. Similarly, many in-
dustrial AI governance initiatives seem to conflate trust and trust-
worthiness within their guidelines for trustworthy AI [109]. More
broadly, several researchers have already pointed out that policy
documents do not reflect the complexities stemming from the fact
that AI algorithms are integral parts of supply chains [9, 27, 29, 30,
40]. Hence, by investigating the intricacies of trust dynamics in AI
supply chains, we contribute a first set of empirical insights to char-
acterize AI supply chains’ realities and to inform future policies.
Beyond such contribution, our work offers a meta-contribution: it
illustrates how HCI research can inform future policies [142] by
empirically unpacking the regulated site [29].

3 METHOD
3.1 Approach Of The Study
There is a well-acknowledged need for more qualitative methods
to advance our understanding of trust in AI, and for more empirical
in-situ investigations of the AI supply chain and the prevalent trust
dynamics that characterize it [18, 29, 66, 132]. Qualitative investi-
gations are particularly useful to explore broad and under-studied
areas such as AI supply chains, and suitable to elicit new trust fac-
tors due to the rich insights they can result in [115]. Hence, we
chose to conduct semi-structured interviews.2 We adopted an it-
erative approach to conduct and analyze these interviews. With

1“This proposal aims to implement the second objective for the development of an
ecosystem of trust by proposing a legal framework for trustworthy AI. [..] Rules for
AI [..] should therefore be human-centric, so that people can trust that the technology
is used in a way that is safe and compliant with the law, including the respect of
fundamental rights.” [30]
2See the Appendix for reflections on our positionality, examples of interview ques-
tions, and more details about our process for analyzing data.

knowledge of prior work on human-AI collaboration and aware-
ness of the characterization of trust in other fields, we started with
a broad exploratory question in mind –“What are the trust dynam-
ics prevalent within the AI supply chain and how are they relevant
to trustworthy AI objectives and concerns?” Then, while conducting
the interviews, analyzing them, and iteratively identifying themes
and codes, we refined our objects of inquiry and the interview ques-
tions based on the importance of our early findings (e.g., how sur-
prising they are, how acknowledged in the literature they are, how
relevant and impactful toward trustworthy AI they are).

3.2 Interview Setup
We adopted an exploratory approach to these semi-structured in-
terviews to investigate potential trustors and trustees in the LLM
supply chains, and interviewed a broad range of supply chain ac-
tors. Before the interviews, we asked them to fill in a question-
naire, surveying them about their positions in their organization,
their knowledge and prior experience with AI and LLMs, their un-
derstanding of trustworthy AI topics concerning LLMs (e.g., fair-
ness, explainability), and their preferences in terms of responsible
AI values. This provided us with useful information to prepare for
the interviews, for instance to understand the relevant activities of
the participants and to identify the vocabulary to employ to avoid
misunderstandings. During the interviews, to avoid biasing our in-
terview participants, we refrained from directly prompting them
about trust in LLMs. Instead, we questioned them about their prac-
tices and challenges vis-a-vis the LLM and broadly vis-a-vis the
daily tasks they have to execute. We asked about their awareness
of the other actors in the supply chain and their relations with
these actors. We also discussed their opinions about LLMs and
their benefits and risks, since their AI mental model could shape
their perceptions of AI trustworthiness and their overall trust in
the supply chain [2]. When mentioned by the participants, we fur-
ther prompted them about trust. We conducted two pilot inter-
views and iterated on the questions in the questionnaire to make
sure that the information collected would lead us to obtain insights
relevant to trust. The interviews were reviewed and approved by
our institutional ethics committee. The interviews lasted between
thirty minutes and one hour per participant.

3.3 Study Participants
Recruitment of the participants. We interviewed 71 participants

across 12 private organizations. We recruited several participants
working within the same organization to better understand and
compare reported trust relations. All participants contributed to de-
veloping or deploying LLMs or LLM-based services, or used such
services regularly either for their professional work or personal
use. Through a mixture of snowball and convenience sampling,
starting via our professional network including practitioners re-
sponsible for AI adoption and AI development decisions, we re-
cruited actors who played different roles along the supply chain
and vis-a-vis LLMs (cf. Table 1). Given our exploratory lens and
since we did not know which actors of the LLM supply chain were
relevant to (dis)trust dynamics that impact AI trustworthiness, we
ensured simultaneously breadth and depth in our participant re-
cruitment process. We not only made sure to recruit participants
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from different organizations and with different positions in these
organizations, but we also adopted a purposeful approach to re-
cruitment when we identified particularly relevant roles. For in-
stance, since we realized that UX researchers were often in con-
flict with engineering teams and discussed distrust towards them,
we made an effort to recruit more UX researchers. Similarly, be-
cause we immediately identified misalignment between product
owners from provider and consumer organizations, we recruited
more product owners.While conducting the interviews, we reached
saturation and a fixed set of themes and codes with fewer than
our 71 participants, but reached this number to ensure coverage in
terms of actors’ positions in the supply chain. Participants working
for provider or consumer organizations were recruited voluntarily
based on their intrinsic motivation. End-users of LLMs received
monetary compensation for participating in our study (50 US dol-
lars for one-hour long interviews).

Descriptive attributes of the recruited participants. Our partici-
pants’ tasks covered a plurality of activities concerning the pro-
duction or consumption of LLMs. These activities included engi-
neering (AI developers, AI researchers), user experience (user re-
search, content design), business (product managers, business ana-
lysts, customer service), and governance (legal and risk teams, gov-
ernment relations). Their practical tasks involved, e.g., implement-
ing, testing, and overseeing LLM-based services, or strategizing
around the requirements of such services and broader organization
(e.g., functional requirements, definition of risks, etc.). Their re-
sponsibilities spanned from decision-making (executives, process
owners) to product managers, designers, and developers. Finally,
we also interviewed end-users of the LLM-based services devel-
oped by our participants. They used the services for tasks outside
the production of an LLM, such as to facilitate their job as customer
support agents.

The supply chains in which our recruited participants were in-
volved were interconnected, sharing the organization that devel-
oped the foundationmodel or the one that fine-tuned it. Our partic-
ipants’ organizations that participate to producing LLM-based ser-
vices spanned various specializations (e.g., data annotation, LLM
fine-tuning). Those consuming the services spanned various sec-
tors (e.g., banking, insurance). The LLMs involved allowed users to
conduct tasks such as text summarization, text improvement, docu-
ment search from internal knowledge bases, or retrieval-augmented
text generation. These LLMs were intended for professional use,
such as for facilitating tasks in the workplace, e.g., text generation
for marketing campaigns, or customer-service work.

3.4 Data Analysis
We turned the interview recordings into anonymized transcripts
and analyzed them using reflexive thematic analysis [17], focusing
on latent meanings, adopting a deductive and inductive approach.
This method is particularly relevant for our research since it en-
ables a thorough exploration of the collected data to identify and
interpret patterns therein. We proceeded with three stages of anal-
ysis. Note that these stages were iterative: due to the large number
of interviews, we conducted these stages sequentially for each in-
terview transcript. First, we coded transcripts with two criteria in
mind to familiarize ourselveswith the transcripts. On the one hand,

Table 1: Statistics about our interview participants. In each
row, the numbers in parentheses indicate the number of par-
ticipants within each category (participants can only belong
to one category per row). We use multiple numbers within
the same parentheseswhenmultiple, distinct, organizations
fall within the same category, so as to show the distribution
of participants who work in each of these organizations.

Dimension Values and counts
Location in
the supply
chain

LLM provider (34, 14), data and annotation
provider (2), consumer:banking (3, 2), con-
sumer:insurance (1), consumer:caregiving-
infrastructure (2), consumer:pharmaceutical (2),
consumer:consulting (1, 1), consumer:hardware (2,
5), independent end-users (2)

Primary
role

AI governance (5), legal / risks (10), product man-
ager (9), UX research (9), UX design (3), business-
oriented (8), AI researcher (8), AI engineer (7), soft-
ware engineer (5), customer service agent (2)

Gender Woman (28), man (43)
Work loca-
tion

Canada (16), US (33), India (8), Italy (1), Switzerland
(4), Netherlands (7), Belgium (1)

Experience
with AI

3- years (22), 4-5 years (17), 6 years (15), 7 years (10),
8+ years (6)

Educational
back-
ground

Computer science and AI (20), computer science
(15), UI, UX and psychology (13), legal and gover-
nance (12), business (9), no study mentioned (2)

we open-coded the transcripts with surprising, important, mean-
ingful insights, also relying on memos that we wrote during and
after each interview. On the other hand, we coded the interview
transcripts systematically with initial marker codes to identify as-
pects of trust discussed in prior literature (see Section 2). For in-
stance, to annotate trust factors, we used the ability, benevolence,
integrity model of trust (ABI model) [86] to guide our investiga-
tion of trust factors in the AI supply chain.Themodel conveniently
separates trust from trustworthiness, considers trustworthiness as
one of the antecedents to trust, and characterizes the main trustee-
related factors which might consequently impact trust relations in
an organizational context. Additionally, prior literature allowed us
to broaden our investigation, not only centering our focus on AI
systems and their users, but also reminding ourselves of the poten-
tial relevance of other actors, both in terms of trustors and trustees,
be it individuals, organizations, or technical artifacts. In the second
stage of analysis, we investigated how our prior descriptive codes
associate together using iterations of digital affinity diagramming.
Organizational psychology literature partially drove our analysis
here, helping us articulate the identified patterns such as the types
of trust relations. In the third stage of analysis, axial coding, we
developed the larger themes that constitute our paper. While re-
vising these themes, existing literature in AI and in organizational
psychology enabled us to assess the novel or confirmatory charac-
ter of our findings, and to identify where to draw more attention.
Table 2 presents an overview of the final themes, sub-themes, and
examples of finer-grain codes associated to these themes.
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Table 2: Themes developed from the analysis of the interviews. Each theme is illustrated by its primary sub-themes and a few
intermediate codes that were used during the analysis and the synthesis of the study results.

Sub-themes Codes
Theme 1: Nature Of Trust Components AlongThe LLM Supply Chain For Trust Directed Toward LLM-Related Artifacts
•Intricate trustors and
trustees

Multiple trustors.
Different aspects of LLM systems for which participants discuss trust: deployed system, underlying LLM algorithm, develop-
ment steps.
Generalized trust toward AI or scientific progress.

•Diverse trust expecta-
tions and related trust
factors

Expectations and vulnerabilities differ across trustees and trustors.
Trustee’s factors aligned with the ABI model and these expectations: ability of technical artifacts (e.g., accuracy, latency);
benevolence, integrity of the artifact.

•Trust (mis-)calibration Misinterpretations of technical artifacts: algorithmic literacy, complexity of systems (e.g., dynamicity, lack of information).
Distrust from AI uncertainties.

Theme 2: Characterization Of Interpersonal And Interorganizational Trust AlongThe AI Supply Chain
•Trust between diverse
actors

Inter-personal trust (equal-level colleagues, or trust up or down hierarchies), organizational trust (towards upstream or down-
stream, or in-between teams), generalized trust in global institutions and organizations.
Trust with regard to AI and non-AI related topics; trust bi-directionality.

•Trust factors aligned
with the ABI model for
individual and organiza-
tional actors

Ability (e.g., academic reputation, expertise, transparency),
benevolence (e.g., responsible AI policies, perceived motivation for social good, merging of technical artifact and surrounding
organization),
integrity (e.g., governance structures, ethical behavior, ethical development mechanism) of each type of entity above.
Trust cues (e.g., communication and publication releases)

•(Mis-)calibration / dis-
trust

Apprehension toward individuals and organizations preventing integrity and benevolence, incentive to foster calibrated trust.

Theme 3: Interplay Between Multiple Trust Relations, Trust Attitudes And Reliance Behaviors At Supply Chain Junctions
•Interplay between trust
relations across trustees

Required trust in combined trustees, substitute trustees, trustee’s influence on trustors, past trust.

•Non-linearity between
trust and reliance

Miscalibration –wrong perception/belief of third-party’s trust relation, misinterpreted transitivity of trust, lack of relevance
for historical trust relations.
Impossible trust building: misaligned expectations –disparate weight attribution, disparate perception of ABI properties–,
different conceptions of AI challenges.
Reliance without trust: competing interests, absence of alternative.

4 RESULTS
Prelude: Overview of the LLM Supply Chain
Since the supply chains we observed within our study are com-
plex,3 we clarify in Table 3 their components before delving into
our findings. In the rest of this paper, we will refer to “upstream”
and “downstream” entities to designate entities that are relatively
higher or lower in the supply chain. For instance the consumer of
a foundation model who builds an LLM using this model is down-
stream the provider of this model and upstream the consumer of
their LLM. Interested readers can refer to the supplementary ma-
terial for an overview of the AI supply chain complexities.

4.1 Theme 1: Nature Of Trust Components
AlongThe LLM Supply Chain For Trust
Directed Toward LLM-Related Artifacts

4.1.1 Intricate trustors and trustees. We find that trust in the LLM-
based services produced by the supply chain is one of the primary
drivers of the LLM supply chain, as it impacts both production and
consumption junctions. Yet, we also find high multiplicity in who

3Figure 1 shows a concrete example of an LLM supply chain that our participants
were involved in.

Table 3: The primary entities that constitute an LLM supply
chain, and that are relevant to the study of the trust dynam-
ics that power such a chain.

Entity Explanation
Technical
artifact

Technical components used to build an LLM-based service
such as an LLM model, a training dataset, or data annota-
tions; or components that constitute this service when in-
use, such as the fine-tuned LLMmodel, the workflows used
to monitor or filter its outputs, etc.

Individual Individuals within the supply chain who occupy different
roles within the organizations that employ them, be it tech-
nical roles, user-research ones, customer-oriented ones, etc.

Organization Organizations that employ the individuals, and participate
in producing and providing or consuming a technical arti-
fact (this can be the LLM-based service itself or one of the
technical components).

Junction Sites of the supply chainwhere primary decisions about the
technical artifacts are made. E.g., decisions to produce the
artifact, release it, access it and adopt it, or even decisions
to contest its usage.
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the exact trustor and trustee in such trust relations is. In practice,
multiple trust relations between a supply chain actor and one of
its technical artifacts hindered or fostered the development and
consumption of the LLM.

Multiplicity of the trustor. Trust relations were mentioned be-
tween (1) the individual end-user and the LLM-based service.
For instance, a product manager in a deployer organization (P39)
responsible for assessing the value of adopting new technical sys-
tems, discussed whether to adopt an LLM-based service. The aim
of such service is to help the organization’s employees in querying
information related to human resources. P39 thus discussed trust
of the internal end-users towards the service: “We always want to
dig into trust, and what our users need to trust the experience with
the system. Otherwise, they could simply not use it, and overload our
help desk with phone calls”.

In addition, we found trust relations between the (2) consumer
organizations and the LLM-based service or its individual tech-
nical components such as the fine-tuned model or the training
dataset. Indeed, actors relying on a technical artifact from an up-
stream provider organization often hindered the adoption of the
artifact due to distrust, mentioning potential artifact issues like the
low performance and biases of the LLMmodel. For instance, a solu-
tion success consultant (P35) working within an LLM-provider or-
ganization, discussed how some consumer organizations are inter-
ested but reluctant to use their services to handle human-resources-
related tasks. This is due to distrust in the capabilities of LLMs:
“There was a hesitancy to use the LLM. There was a lack of trust. [cus-
tomers typically say] ‘I want to see it proven before I bring it into my
organization.’ [..] They see the value, but they still question elements
such as ‘is the user [of the potential service] getting marginalized
because they asked about their benefits eligibility in a non-standard
way? Does it bring discrimination within the organization?” Note
that two thirds of the consumer organizations we interviewed ex-
pressed such distrust. Those who work within highly-regulated
sectors such as banking, insurance, and pharmaceutical wondered
about privacy of the end-users and errors in the service outputs.

Finally, we also found that (3) the artifact providers them-
selves needed to trust their artifact to release it to consumers.Three
of our participants within provider organizations and four of the
participantswithin consumer organizations discussed specific roles
within their organizations that hold great power on deployment de-
cisions, andmake these decisions only when they trust the technol-
ogy. For instance, an AI engineer (P50) in a provider organization
who contributes to building the wrapper of the LLM model, dis-
cussed the trust other stakeholders should build in the outputs of
their engineering work for these outputs to become useful and de-
ployed: “First, you need to show the quality to your product manager
and get buy-in from them.Then, we have anAI governance board that
needs to vet any application that is built on top of an AI component.”

Multiplicity of the trustee. While the need to trust the appropri-
ate functioning of a technical artifact is not necessarily a new idea
(at least with regard to the end-users of an AI system), we found
that the exact expectations across the LLM supply chain junctions
were complex, ambiguous, and subjective. The aspects of an LLM-
related trustee that trustors discussed varied in terms of nature

and scope.The trustee might be the LLM-based service, which in-
cludes the LLM model and the in-use components around it such
as the filtering workflows around the LLM outputs, the software
system around the LLM model, and even potentially the hardware
infrastructure that powers this LLM. This was especially the case
for consumers and end-users. The trustee can also be specifically
the LLM model itself, or its build-up components, such as the
training dataset or the data annotations used to build the LLM
model. This was especially discussed by providers of such artifacts
and consumers who built other artifacts on top thereof. Finally, six
of our participants working for consumer organizations discussed
simultaneously trusting the LLM-based service for matters of ac-
curacy, and its built-up components. This was because the quality
of these components should potentially indicate the quality of the
final service and because they cared for how trustworthy and re-
sponsible the production of the service was, e.g., in terms of dataset
privacy.

We also identified the presence of generalized trust, i.e., trustor’s
trust in a trustee without a specified activity, especially for techni-
cal researchers, UX developers, and consumer organizations. They
trusted broad concepts, such as trust in technology or in the poten-
tial of LLMs (e.g., for productivity increase, for social good, etc.),
or in the science behind LLMs. Such trust sustained development
efforts and adoption at the production and consumption junctions.
For instance, an AI engineer (P52) who has observed the transi-
tion of his provider organization from developing traditional ma-
chine learning applications to LLM-based services, talked about
consumer trust: “We have classic AI that gives [consumers] infor-
mation about things. They trust that. So they already have a level
of trust with us and our AI technologies that carries over to our new
generative AI features.”

4.1.2 Diverse trust expectations and factors impacting such trust
relations. Because of the many trustors and trustees, we found a
multitude of trust-related positive expectations and vulnerabilities.
Positive expectations and vulnerabilities engaged the social con-
science of the trustors: they revolved around the technical arti-
facts constituting the LLM-based system and the direct im-
pacts such artifacts can have on end-users. At the system level,
expectations revolved around the capability of LLM-based services
to create value for their consumers through their outputs, i.e., pro-
viding informative and trustworthy answers to queries; while lim-
iting the risks of these outputs to impact them negatively, e.g., by
using offensive language or being discriminatory. For individual
technical components, positive expectations were primarily about
these components being effective and efficient for their intended
task. For instance, sixteen AI engineers and researchers and the
data steward all talked about using a rather diverse dataset to train
less biased LLMs, or relying on a filtering workflow that is fast
enough for the user of the LLM-based service not to wait to receive
an answer from the LLM. Participants whose roles involved AI gov-
ernance discussed the components being ethically produced, such
as collecting dataset annotations while appropriately treating the
data annotators, or collecting data samples that do not contain any
copyrighted data; and the components not having any other nega-
tive impact such as environmental impact [71, 117]. Additionally,
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seven participants mentioned individual risks and vulnerabil-
ities, and worried about losing their job if they were blamed for
any issue related to the artifact.

Expectations and vulnerabilities could also relate to the finan-
cial, operational, legal, compliance, and reputational benefits and
risks of the provider and consumer organizations in the sup-
ply chain. Six employees within provider organizations discussed
benefits for their organizations: the capabilities of the provider’s
service could support them in retaining competitiveness vis-a-vis
the LLM-related offers other organizations might make. Three and
four product managers in provider and consumer organizations re-
spectively, also referred to the capability of the LLM-based service
to speed up the consumers’ work and support them in cutting costs
by increasing their productivity. Finally, sixteen interview partici-
pants referred to (shared) reputational risks between the provider
and consumer organizations in case of unexpected or uncontrolled
problematic outputs, with one participant citing the OpenAI law-
suit [51] as an example of such risk. In that regard, an individual
end-user of an LLM-based service (P70) who uses it to carry out
tasks for their own business, e.g., refining emails for their clients
or revising posts for their website, discussed the financial and legal
risks that flawed outputs provided by the service could cause them:
“If it’s wrong and I blame AI, that’s gonna make me look unprofes-
sional in front of my clients. So I try not to overuse it. I’m probably
going to get sued or in trouble from my clients. If I’m using AI as
help, many people don’t trust it already. I’d have to take responsibil-
ity for that as the big companies are probably gonna blame me [for
the hypothetically incorrect usages of the service by P70].”

The trust factors that trustors typically paid attention to directly
related to the trust expectations and vulnerabilities above. These
factors were also aligned with those that prior works have investi-
gated and that communicate the trustworthiness of an AI system
[80], and adapted to the specificity of LLM models (in comparison
to more traditional machine learning models). For instance, the ac-
curacy of the LLM-based service and its rate of offensive outputs,
its internal inference mechanisms and the data sources on which it
relies, and the ethicality of the ways in which the technical compo-
nents were built, were discussed with regard to the ability, process
integrity, and intended benevolence of the service. Note that the
way ability, benevolence, and integrity were instantiated differed
depending on the trustor and trustee considered, as we explained
that trustors had different expectations for different scopes and na-
ture of technical artifacts. For instance, while certain AI engineers
primarily discussed the latency for an AI system to produce an
output, certain product managers in consumer organizations dis-
cussed whether the LLM outputs could be offensive to their end-
users. In Section 4.3.1, we will show how additional factors that
were not related to any technical artifact further got entangled in
the assessment of a system’s trustworthiness.

4.1.3 Trust miscalibration as a result of the complexity of technical
artifacts. Next to the trustor’s lack of knowledge about the func-
tioning of AI algorithms that is typically pointed out as a cause for
miscalibrated trust, we found that the complexity of the trustee
and its definitions created more opportunities for miscalibrated
trust. Seven participants within provider organizations who de-
scribed interactions with consumers, as well as two UX developers,

two UX researchers, and two solution success consultants who dis-
cussed their own experiences reported two main causes for miscal-
ibrated trust. The lack of understanding about the different compo-
nents that constitute an LLM-based system and their interdepen-
dence were the main causes of misinterpretation of trustworthi-
ness cues building a wrong understanding of a system’s ability.
For instance, one participant (P8) in a provider organization men-
tioned a consumer organization who wrongly distrusted the LLM-
based service because it did not grasp that different components
of LLM-based services impacted each other, and that issues in the
outputs of the LLM could be prevented using a filtering workflow.
Similarly, an AI researcher (P12) contrasted how certain product
managers within provider organizations and consumers were not
aware of the dynamicity of the LLM supply chain (refer to Edwards
[40] for more information about AI dynamicity), and therefore did
not re-calibrate their trust when technical artifacts were updated.
“People were asking how we manage the models, the engineering [of
the surrounding software], and the version control. It’s the basis of
the trust. If you can’t know what you put in production, then the
users won’t know either, and they won’t trust what you do, or trust
you while they shouldn’t.” Interestingly, three AI developers who
were aware of the dynamicity of the supply chain discussed that
they continuously distrust the LLM-based service as the updates
could negatively impact its ability at any time.

4.2 Theme 2: Characterization Of Interpersonal
And Interorganizational Trust AlongThe
AI Supply Chain

4.2.1 Intra- and inter-organizational trust prevalent at all junctions.
Next to trust toward technical artifacts, we found that trust to-
wards individuals and organizations was prevalent along the sup-
ply chain. First, generic inter- and intra- organizational trust
that is not specific to the production of the LLM-based service was
necessary for organizations, teams, and individuals to collaborate,
contributing to the production and consumption of LLM-based ser-
vices. Employees trusted their organization, e.g., that it will respect
agreed-upon contracts, that it will not retaliate when issues are
flagged by whistleblowers. In turn, organizations trusted their em-
ployees, e.g., not to disclose trade secrets about the LLM compo-
nents, not to divulgate sensitive information about the capabilities
and limitations of the LLM. Employees also trusted each other’s
work within and across organizations. For instance, three man-
agersmentioned trusting their teams to develop a good LLMmodel,
and team members typically trusted each other. A solution con-
sultant (P23) in the service provider organization explained how
interpersonal trust reinforced the customer-base of the provider
and interorganizational trust: “It’s important that I always answer
the customer truthfully about the LLM, then our customers trust me
and also [the provider organization].” Organizations further trusted
each other, e.g., not to re-use their data for training purposes.

Second, trust relations existed within or across organizations,
where trust activities, expectations, and vulnerabilities revolved
around the production of high-performance and potentially
trustworthyAI systems or technical components. Trustors trusted
others to develop an appropriate technical artifact, or to conduct
activities to produce this artifact responsibly. This could be trust in
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a rather general trust activity. Eight interview participants from
provider organizations, and three from consumer organizations
discussed trusting their respective organizations or specific research,
data steward, legal, and compliance teams to account for the trust-
worthiness of LLM-based services. These participants also trusted
them to develop responsible AI practices, be it the responsible de-
velopment, deployment, and release of trustworthy LLMs, and con-
ducting due diligence. For instance, a productmanager in a provider
organization stated: “We want trust. And it’s not only for the cus-
tomers, it’s also for us internally, to keep working at [provider orga-
nization] and develop the LLM model.” Expectations also revolved
specifically aroundmaking specific decisions in a trustworthyman-
ner. For instance, three product managers discussed trusting other
employees for choosing an appropriate LLM to deploy or for col-
lecting truthful information about the LLMs to make such a choice,
while one executive discussed trusting their employees enough to
delegate the definition of responsible AI principles and their op-
erationalization. Seven employees of consumer organizations ex-
plicitly trusted providers to contribute technical components with
well-understood and communicated limitations.

Third, our interviews showed that trust can be bidirectional.
While we primarily discussed downstream actors trusting the arti-
fact providers, upstream providers also trusted downstream con-
sumers to use the providers’ artifact responsibly and avoid any
harm and reputational risk. Providers expected consumers not to
use the service outside the pre-defined scope of applications, and
not to game the LLMs, e.g., via adversarial attacks to recover pri-
vate information.They expected them to put safeguards in place or
to provide training for their end-users to avoid misuse. A customer
service agent (P23) from a provider organizationwho supports con-
sumer organizations in implementing the LLM-based service dis-
cussed how they have to trust their customers who are involved
in early access programs where the service might be more faulty:
“Every customer should in theory start by explaining to its testers all
the different limits [of the service], or we should do it. But we don’t
have time to do this within the testing sessions. So, at some point we
trust the customer to do that. That’s the main trade-off for early ac-
cess programs: letting customer use the service without checking that
everyone is aware of all limitations.” In turn, the consumer orga-
nizations trusted their individual end-users not to misuse or over-
use the system in professional contexts, e.g., avoiding over-reliance
and eliminating negative biases that could have been generated, to
use it ethically, e.g., not infringing artists’ rights, and to properly
handle problematic outputs of the system. For instance, one de-
ployer organization mentioned trusting its internal end-users to
internally report on any toxic or offensive output from the LLM-
based system and not to cause a public outcry by discussing the
issue on social media.

Finally, generalized trust in the capabilities of researchers
and organizations to develop the technology sustained junctions.
For instance, one quality engineer at a provider organization told
us about their belief and trust that the internal research teams
could teach them about trustworthy LLMs, andwas especially count-
ing on their expertise to discover and communicate all potential
harms of the systems for the quality engineering team to further
assess. Furthermore, employees of provider and consumer orga-
nizations expressed the need for international public institutions

to consider potential job displacement issues that LLM-based ser-
vices could cause. There, they often displayed trust in the future
and institutional trust in the establishment of such a hypothetical
organization to regulate this problem.

4.2.2 Trust factors adapted to the nature of the trustee. Trust fac-
tors relevant to individual and organizational trustees were differ-
ent than those related to technical artifacts

TheABI properties of organizations. Organizational trustees put
forward cues related to their ability, integrity, and benevolence,
particularly towards their customers, i.e., for consumption junc-
tions, and put efforts into developing their actual trustworthiness
in that regard. For instance, a solution success consultant (P35) at
a provider organization, discussed their organization releasing in-
formation to their consumers, which allowed the organization to
display its ability: “If we had not been able to explain our model, that
would have greatly hurt our ability to convince [consumer organiza-
tion] to use our LLM. [..] Releasing the white paper and showing how
we went about developing this model, and what were the different
considerations, it really helped articulate some of the benefits [of our
new LLM-based service] to our customers.” Thehiring of researchers,
publications of research papers, and cross-organization collabora-
tions towards the development of LLM models [25] further pro-
vided a sense of ability to internal and external trustors. Benevo-
lence and integritywere illustrated by signed contracts and treaties
[135], as well as responsible AI principles [35], emerging gover-
nance structures, and continuous support provided to another or-
ganization (e.g., the provider’s solution consultants helping the
consumers debug the service). For instance, six participants men-
tioned that with the rise of LLMs, their organization slowly es-
tablished review boards and working groups, ethics and sustain-
ability training, data stewardship workflows, and whistle-blowing
processes towards handling the risks of LLMs. A customer support
agent (P23) discussed their own trust in their employer (provider
organization): “There are so many trustworthy AI efforts, that helps
me to have trust in our company. [..] We now have trustworthy AI
guidelines. And sometimes, we might hold back on deploying the
product because we might have uncovered some concerns. It might
feel frustrating short-term, but those conscious decisions helps me
to have trust in our company, it shows it’s taking the problems se-
riously.” Marketing campaigns and other release of communica-
tion pieces served as cues to communicate these efforts to certain
trustors, particularly consumer organizations.

The ABI properties of individual trustees. Trustors of all junc-
tions discussed trust towards employees, referring to their exper-
tise in building LLMs, their integrity in building the LLMs, and
general benevolence. Ability was recognized by the publication of
academic papers in prestigious venues, corporate recognition, and
the responsible AI-related communication efforts and actions or-
ganized by a few individuals, such as presentations at well-known
industrial seminars for user-experience research. For instance, a
UX researcher (P25) at a provider organization discussed their ad-
miration for an AI governance employee “I often partner with [de-
signer] who is an AI strategist. She opens my eyes [to responsible AI].
She gave an amazing presentation about our internal responsible AI
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efforts at the last [industry conference on AI].” In terms of benevo-
lence, participants discussed their own motivation and the dedica-
tion their colleagues expressed towards social good and developing
ethical systems. Discussions about integrity only revolved around
the end-users of LLMs. Organizations employing these users typi-
cally trusted users’ integrity in terms of not querying LLMs with
prompts that would copy the styles of living artists or infringe any
other copyright as a content designer in a provider organization
(P34) discussed: “We use MidJourney responsibly. Leadership is push-
ing us and trusting us to use Firefly a little more because Firefly is
from Adobe, and it’s been trained on copyrighted images, so it’s a
little more bulletproof if someone asks questions.”

4.2.3 Need for trust as a cause of miscalibrated (dis)trust. We found
that it is not only the trustor who needs to trust the trustee and
rely on them, but the trustee sometimes needs the trustor’s trust
too. The need of one upstream organization to gain the trust of
its downstream consumers was expressed by one of its AI gover-
nance officers (P8) “We have to convince our customers that we un-
derstand and control generative AI so that they don’t go to [competi-
tor organization]. Once we have governance frameworks in place, we
can sell trust as a value since its a value that consumers appreciate.”
This bidirectional need for trust sometimes played a role in the ini-
tial trustor’s beliefs in the trustee’s integrity. For instance, three
participants working within provider and consumer organizations
expressed distrust towards their organizations despite these orga-
nizations’ displayed efforts towards trustworthy AI, arguing about
their lack of benevolence, their profitmotives, and their inability to
serve the good of their end-users or employees. Two other partici-
pants also discussed that such a need for trust and other organiza-
tional constraints such as the protection of trade secrets could trig-
ger the upstream trustees to foster uncalibrated trust by display-
ing untruthful or misguiding trustworthiness cues. Yet, the need
for trust sometimes became a motivation for trustworthiness. The
two provider organizations we interviewed recognized that trust-
worthiness could become their competitive advantage to develop
customer’s trust instead of focusing on LLM accuracy, and conse-
quently put more effort into developing trustworthy LLMs. One
AI engineer (P15) in one of these organizations illustrated this: “If
you throw solutions which lose customers, perhaps because they can
become offensive to end-users, we lose everything. So we are mindful:
we want to be responsible as we want trust.”

Finally, we found that trust toward downstream actors could
also be miscalibrated within the production junctions because of
wrong beliefs of the trustors.The unclear allocation of responsibili-
ties or lack of awareness thereof among the actors producing tech-
nical artifacts along the LLM supply chain led actors to wrongly
believe that others had conducted certain trustworthy AI tasks,
which directly affected the design choices for the next technical ar-
tifacts in the chain and hence the trustworthiness of the resulting
LLM-based service. For instance, a product manager in one of the
provider organizations (P18) acknowledged this problem: “There’s
some inherent trust that it is someone else’s problem down the line.
But it’s not always true, so the problem gets kicked down the line, and
is never addressed.”

4.3 Theme 3: Interplay Between Multiple Trust
Relations, Trust Attitudes And Reliance
Behaviors At Supply Chain Junctions

4.3.1 Interplay between trust relations as a new trust and miscali-
bration factor. We showed in Section 4.2 how interpersonal and in-
terorganizational relations can be direct vectors of reliance in the
AI supply chain. We now discuss how they can also constitute an
additional trust factor that indirectly affects (miscalibrated) trust
towards a technical artifact, which in turn impacts the trustworthi-
ness of LLM-based services according to Section 4.1.

Additional pre-requisites or context for trust in technical artifacts.
Twelve participants mentioned trusting a technical artifact only
if they can trust its technical properties and the organizations in-
volved with it. For instance, a solution success consultant (P27) in
a provider organization described one such example of composite
relation that they heard employees of consumer organizations dis-
cussing: “Because the employees [of a consumer organization] trust
the [provider organization], they trust its implementation of AI. And
they also trust that [consumer organization] will responsibly use the
AI system. [..] This way, they trust the AI system, its deployment, and
also use it. For an AI developer who worked in a consumer orga-
nization in the past (P7), their trust was built around the ability of
the service and the trustworthiness of the workflows the provider
organization puts in place around the service “Trust is first of all
about the output of the AI. [..] And then, it’s about accountability: if
something happens and I know who is in charge to handle the issue,
then I can feel better in using the AI.”

Softer than a prerequisite, we also found that the belief a trustor
had about an adjacent trust relation influenced their trust in the
technical artifact. For instance, five product managers in consumer
organizations which rely on a specific LLM-based service men-
tioned their awareness of another consumer organization trusting
this service or the service provider, or using any LLM-based ser-
vice, and because of that, they were comforted in their choice of
trusting the service at hand.These beliefs were sometimes chained.
For instance, one of these product managers mentioned trusting
their (consumer) organization to conduct due diligence about the
LLM model, and believing that their organization trusted the LLM
provider to build a trustworthy service.

In this context, because LLM supply chains were longwithmore
than five organizations and at least twenty individuals involved,
the possibility for the trustors to develop a well-informed trust
in all required trustees was very thin —a challenge coined the ac-
countability horizon [29, 139]—, reinforcing the potential for mis-
calibrated trust.

Substitutes for trust in technical artifacts. Interpersonal or interor-
ganizational trust relations sometimes directly replaced the ABI
properties of the technical artifact and led to trusting it, particu-
larly the benevolence of the LLM-based service was conflated with
the benevolence of the provider organizations towards the con-
sumer (similarly to [66, 80, 132]). By believing in the trustworthi-
ness of an individual or organizational trustee involved in the pro-
duction or the technical artifact, trustors automatically trusted this
technical artifact without explicitly reflecting on its ability, benev-
olence, or integrity. For instance, the solution consultant for one
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of the provider organization (P27) discussed blind trust that con-
sumers have in providers thanks to their continuous relationship
“Trust in the company itself is a big part of our successful adoption
rate [instead of trust in our AI systems]. A different company with a
different history might not receive that same level of trust.” And an
individual end-user (P59) mentioned personally knowing another
end-user who liked the service and decided to trust the service: “It
was word of mouth. I’m a forward-starter trying to get ahead of the
curve and figure out how to make my business run more efficiently.
Family and friends were like ’you should try AI’, and I was nervous
and skeptical. But it’s become a valuable tool.”

Prior trust relations toward another technical artifact or its provider
also sometimes functioned as substitutes for current trust relations.
For instance, a solution engineer (P40) working at a consumer or-
ganization to set up systems provided by upstream organizations
pointed to the substitution of current trust relations with past rela-
tions dating fromwhen LLMswere not yet used by the provider: “If
we didn’t have a great relationship [with you, the upstream provider]
for a long time using your software, then you coming out with some-
thing as game-changing as your version of LLMs, I wouldn’t feel com-
fortable with it. That’s not an easy decision. So the trust that we have
built is very important.”

Among such trust substitutes, unreliable ones could constitute
a source of trust miscalibration. For instance, a product manager
(P48) at a deployer organization reflected on the blind trust they
have in the provider organization and consequently in the sys-
tems it produces: “That’s [long lasting relation] one of the things
that establishes [provider organization] as an authority. Engaging
us in things like this [work sessions organized by the provider to un-
derstand the needs of the deployer] helps establish [provider] as an
authority. Maybe it’s a bad thing, it’s kind of that segregation of
duties: we’ve built this trust, and therefore we’re going to trust you.
Maybe it should be a ‘trust but verify’ situation.”

4.3.2 The non-linear relation between trust and reliance. Beyond
causes ofmiscalibrated (dis)trust (Sections 4.1.3, 4.2.3), our analysis
of the supply chain complexity also shows the existence of factors
that render trust at certain junctions impossible, and that instead
foster continuous distrust. The subjectivity of trust expectations
and vulnerabilities and of the perception of trust cues, led to dis-
agreement among the many actors of the supply chain, and such
disagreement hindered their trust. For instance, an AI developer
in a provider organization (P40) pointed to disparate priorities for
organizational benevolence and integrity, with certain employees
and end-users wishing for transparency about the LLM internally
and vis-a-vis the customers, while other teamswithin the organiza-
tion pushed against transparency to preserve trade secrets: “Every-
one’s gonna want something different. It is gonna come to trust. And
if I can’t trust it, I’m not going to use it.” These misalignments some-
times created explicit tensions and distrust, for instance one UX
developer described from their personal experience that the work
of their UX research team revolved around the development of safe
interactions between the consumer and the LLM, while engineer-
ing teams were more detached from such considerations, and did
not perceive the implementation of these interactions as urgent.
Furthermore, impossibility to trust also came from fundamentally

different conceptions of AI production. The tension between busi-
ness pressures for deploying a service and the technical limitations
for making this service more trustworthy within the business con-
straints made certain trustors reluctant to trust. For instance, six
participants acknowledged other employees’ benevolence but dis-
cussed the practical impossibility of developing meaningful gov-
ernance processes considering the race toward LLM development.
One participant discussed the role of data stewards and questioned
whether they could comprehensively fulfill their duty facing the
rapidity with which they had to assess datasets.

Finally, we found that despite the impossibility of trust at certain
junctions, reliance on a technical artifact, individual, or organiza-
tion could still be involved. In these cases, reliance stemmed from
competing interests and absence of alternative for the trustor. For
instance, for individual employees, thirteen employees at provider
organizations shared their distrust in their employer because of
the lack of ethics within LLM-based services, yet they still worked
for their employer to keep their job. In a sense, the lack of trust
in a trustee to fulfill a certain expectation was substituted by trust
towards a different trustee and expectation. For instance, at the
level of organizations, six employees mentioned that the service
provider might release an LLM-based service because they trust
the potential profit resulting from releasing it more than its trust-
worthiness. An AI governance officer in such a provider organiza-
tion (P8) illustrated this: “To really trust it, I would like my organiza-
tion to do more about AI trustworthiness than just meeting the legal
bar. But I understand they also have to ship things fast to convince
customers to stay with us and our generative AI offering: it’s survival
for the company.”

5 DISCUSSION, IMPLICATIONS, AND
FUTURE DIRECTIONS

Ultimately, our research aims to understand how stakeholders can
be supported in AI supply chains that can lead to trustworthy AI.
Thus, we investigated how different actors might build (calibrated)
trust in the technical artifacts contributing to the AI system, and
how such trust shapes various decisions. Our findings corroborate
that studying trust all along the AI supply chain is meaningful
and urgent, and provide guidance for fostering calibrated trust in
the future. They enrich the insights from prior works on trust in
human-AI collaboration by expanding to trust concerning other
actors (see Table 4).

5.1 Supporting Trust Calibration In Technical
Artifacts By Considering The Entire LLM
Supply Chain

5.1.1 Embracing the complexity of the LLM supply chain. Our find-
ings present three key insights to foster actors’ calibrated trust in
the technical artifacts that constitute an LLM-based service.

• Many supply chain junctions were surfaced where trust is in-
volved. This included the production or consumption of techni-
cal artifacts, which engage a multitude of trustors. To the best
of our knowledge, these junctions had not been highlighted in
prior works focused primarily on individual trustors at the end
of the AI supply chain and AI algorithms as trustees [73, 126,
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Topic Prior work Key insights from our work Detailed results from our study
Types of
trustors,
trustees, and
vulnerabilities

Importance of calibrated
trust between an end-user
or decision-subject and
the AI system [44, 66].

Diverse types of trust
relations power the supply
chain and impact how
trustworthy the AI system is.

•Trust in technical artifacts and their intricate boundaries
•Trust in individual and organizational actors that either directly relates to
AI or not
•Generalized trust in technology, research and progress, regulatory organi-
zations

Factors
impacting
trust

Ability and process
integrity of the AI system,
intention benevolence of
its developers [80].

A multitude of factors
relevant to artifacts,
individuals, or organizations
can lead to (dis)trust.

•Characteristics of technical artifacts
•ABI characteristics of individuals and organizations (e.g., communication
and publication releases)
•Interdependence between trust relations

Trust as
attitude or
behavior

Trust shapes
(over-)reliance [87].

The supply chain junctions
present a complex interplay
between trust attitudes and
reliance behaviors.

•Trust mis-calibration due to numerous possibilities for misinterpretation
along the supply chain
•Impossible trust from accountability horizon and organizational concerns
•Reliance at certain junctions without trust because of organizational and
personal incentives and constraints

Table 4: Summary of the insights from our study, structured following the main topics discussed in existing literature on trust
in human-AI collaboration (see Section 2).

133]. However, that the LLM supply chain is sustained due to
a diversity of trust relations—where trustors can be organiza-
tions, teams, and individuals—is aligned with prior research on
trust outside the context of AI, where trustors and trustees were
shown to be varied [76, 120].

• Our findings also point out to the complexity of the trustee, and
particularly to the multitude of mental models trustors have of
“the AI system”, the different artifacts of this system in which
they might place their trust, and the different expectations and
vulnerabilities they can associate to these artifacts. This comple-
ments the few prior works that present the trusted AI system as
a combination of the core algorithm and additional components
(such as user-interfaces) [5, 125].

• Our findings shed light on the diversity and complexity of the
factors that impact the extent of trust and trust calibration in
these technical artifacts. Beyond trustors’ potentially low AI lit-
eracy [42] leading them to misinterpret trustworthiness cues
[10, 20, 26, 80], our findings particularly point out the histori-
cal, generalized, interpersonal and inter-organizational trust re-
lations that impact each other in various ways (e.g., influence
or substitution), which has found limited discussion [5] in the
context of AI, despite being debated in organizational psychol-
ogy [120].

These insights play an important role in characterizing the trust
dynamics that traverse the LLM supply chains, and in disentan-
gling how they might impact the resulting LLM systems. By ac-
knowledging their complexity, we make a valuable contribution
towards shaping future HCI, policy and organizational efforts to-
wards more trustworthy AI [29].

5.1.2 Fostering calibrated trust in technical artifacts. Our insights
invite the reconsideration of current approaches for fostering cal-
ibrated trust towards technical artifacts. Trustors should be facil-
itated access to relevant and meaningful trustworthiness cues we
identified, while avoiding miscalibration as a result of misinterpra-
tions of these cues.

To share trustworthiness cues, prior research onAI transparency
and documentation [46, 89] could be revisited to incorporate the
breadth of trustworthiness factors relevant to the different trust re-
lations that impact trust towards the technical artifact, instead of
solely focusing on the ability of the LLM.This can include informa-
tion about the ability, benevolence, and integrity of every technical
artifact [13, 80], and fostering social transparency [41] by includ-
ing information about the individuals and organizations involved
in each junction of the chain. Personalizing such documentation
to the different trustors (acknowledging their differences, e.g., in
terms of trust expectations) could help tackle typical challenges
of cognitive overload, privacy infringements, and the potential to
reveal trade-secrets.

Since trustors are prone to misinterpret trust relations and trust
cues due to the complexity of the supply chain, there is a need to
help them reflect [12, 84, 108] on their own knowledge of the sup-
ply chain and on the way trust relations impact their judgments of
the technical artifact. Directing research efforts to help practition-
ers developmore accuratementalmodels of theAI supply chain, its
materiality, its capabilities, and its limitations, could also be benefi-
cial to avoid the misinterpretations, particularly as AI imagineries
[61, 91] of actors within the AI supply chain remain under-studied
in contrast to imagineries of the public [56, 82, 112]. Leveraging
and adapting AI literacy frameworks [81, 94] and training pro-
grams on trustworthy AI [1, 21, 24, 114] to account for the proper-
ties of the AI supply chain currently left out (e.g., the dynamicity,
the involvement of many stakeholders), and adapting strategies for
appropriate trust established by organizational psychologists [7]
(such as sense-making, i.e., a collective learning process, and trans-
ference, i.e., exploiting the transferability of trust between actors)
can be a way forward.

5.1.3 Revising the scope and methods of trust research. These in-
sights suggest reconsidering the design of studies on human-AI
trust, and especially invite us both to expand the scope of studies
and to revise current research methods. Future studies should in-
vestigate the junctions of the supply chain that are upstream the
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end-users of the final AI system and the factors that foster (mis-
calibrated) trust and reliance, by further delving into the individ-
ual trustors we identified. We envision a mixed-methods approach
to be necessary. Empirical qualitative methods can enable us to
remain grounded in the realities of the study participants as illus-
trated by the value of our findings.Quantitative studies could build
over the results of the formative qualitative studies to disentangle
the significance of potential factors identified. Such studies would
require realistically accounting for the entangled factors and trust
relations that impact trust towards a technical artifact (e.g., incor-
porating considerations about the organizations and individuals
involved in the supply chain), and unambiguously framing the con-
ceptual boundaries of the artifact of interest within the study, mov-
ing beyond existing practices.

5.2 Supporting Calibrated Trust In Technical
Artifacts By Explicitly Accounting For
Interpersonal And Organizational Trust

5.2.1 Acknowledging the prevalence of diverse trust relations along
the AI supply chain. Our study has shown that LLM supply chains
are sustained not only by trust towards technical artifacts, but also
by diverse trust relations where trustors and trustees can be or-
ganizations, teams, individuals, or institutions. To the best of our
knowledge, our study is the first to shed light on these interper-
sonal, intra- and inter-organizational trust relations and dynam-
ics all along the LLM supply chain. Only a few empirical studies
have previously hinted at the importance of organizational con-
text in the appreciation of an AI system for end-users’ trust, and
this context was limited to the integrity of the individual devel-
opers and involved organization [18, 41, 66, 132]. Our findings ex-
tend these studies by showing that interpersonal or interorgani-
zational trust might substitute or at least influence any trustor’s
trust. These relations can equally be prone to miscalibration and
can constitute sources of miscalibrated distrust. In order to com-
prehensively cater to existing trust relations along the LLM sup-
ply chain, our results point out the factors impacting such trust
relations. These factors are aligned with those discussed in prior
research —including a trustee’s ability, benevolence, and integrity
[86], how these are communicated through cues [80], and contex-
tual factors [48, 72, 100, 122, 132].

5.2.2 Establishing support structures for fostering organizational
trust. Our findings corroborate prior work by Jiang and Luo [65]
showing that trustwithin organizations is highly concomitantwith
the existence of organizational efforts that promote integrity, benev-
olence, and ability. Many participants in our study discussed trust
in organizations based on the efforts for AI trustworthiness they
were aware of. This is consistent with existing organizational ef-
forts for AI trustworthiness (e.g., AI principles [59, 90, 138], toolk-
its [14, 77], alliances4, and pacts5). Since these efforts become vec-
tors for trust, we should explicitly question how to materialize
them to ensure their efficiency in building well-informed trust, and

4https://thealliance.ai/
5https://digital-strategy.ec.europa.eu/en/policies/ai-pact

how to make them transparent to the employees. To foster em-
ployees’ trust, organizations can develop safe procedures for re-
porting on AI systems [60] as some interview participants showed
wariness towards the intention behind internal governance efforts
(aligned with debates around ethics washing [130]) and towards
their own security when making use of existing procedures. E.g.,
they wondered about reporting confidentiality and potential re-
taliation against whistleblowers. To foster appropriate trust from
external employees and organizations, organizations should also
explicitly reflect on both the ways in which they communicate
their trustworthiness and how they conduct due diligence to as-
sess others’ trustworthiness. Researchers could further incentivize
organizations in building appropriate trust cues and ensuring cal-
ibrated trust among their employees by incorporating considera-
tions around trust dynamics into frameworks that map the matu-
rity levels of organizations in terms of responsible AI [107].

To deepen our understanding of such relations, researchers could
investigatewhether the inter-organizational trust development fac-
tors affecting non-AI supply chains [19, 38, 45, 65, 69, 104, 120, 131,
143, 146] are relevant in the context of AI, e.g., the voluntary posi-
tion of vulnerability, organizational atmosphere, and cultural back-
ground or geographic location of the trustor and trustee [38, 143].
Knowledge of these factors could provide more clues to develop
well-calibrated trust in the future.

5.2.3 Accounting for the necessity of diverse trust relations at cer-
tain junctions of the supply chain. Many trust relations substitute
a trustor’s knowledge about the trustworthiness of the LLM-based
service. LLM supply chains are the culmination of the trend that
makes software supply chains increasingly complex [29, 54], in
terms of the number of actors and technical artifacts involved [29,
139] and of the number of iterative development workflows [23,
105]. This complexity worsens the accountability horizon [29] and
hinders access to knowledge of the AI supply chain. To avoid mis-
calibration and acknowledge the necessity of interpersonal and in-
terorganizational relations to circumvent practical challenges in
assessing the trustworthiness of a technical artifact, we argue that
it is pragmatic to differentiate the types of trust attitudes to foster
across junctions and actors. For instance, fostering informed and
reflexive trust among trustors and trustees who are close in the
LLM supply chain, and “blind” but calibrated trust amongmore dis-
tant actors would ensure accounting for the complexities of the AI
supply chain we identified. This way, a consumer organization us-
ing the LLM-powered application of a deployer organizationwould
develop well-informed and calibrated trust in terms of the LLM
trustworthiness, but “blind” trust toward the upstream organiza-
tions that might have collected training datasets, by trusting that
the deployer organization has a well-calibrated trust in these up-
stream organizations.

By replicating prior studies at the different junctions of the LLM
supply chain, researchers could identify the trust relations that
currently play a larger role in trustors’ decisions at the junctions.
For instance, Qi et al. [104] pointed the role of interpersonal trust
over inter-organizational trust in knowledge exchanges across or-
ganizations, but conditioned it on the nature of the collaboration
needed (e.g., a ‘simple’ transaction cost, or collaborativework); and
Bruneel et al. [19] found that the level of inter-organizational trust

https://thealliance.ai/
https://digital-strategy.ec.europa.eu/en/policies/ai-pact


CHI ’25, April 26-May 1, 2025, Yokohama, Japan Balayn and Yurrita, et al.

decreases with technological complexity due to the need for pro-
tecting one’s technological knowledge vis-a-vis the trustee.Whether
this is the case within AI supply chains is not yet known, yet it
would inform us on which trust relations to investigate in priority.

5.3 Reflecting On Calibrated Trust Attitudes
And Reconsidering Reliance Behaviors

5.3.1 Acknowledgingmiscalibrated trust and distrust. We found that
supply chain junctions might be traversed by miscalibrated trust,
stemming from trustors’misinterpretations exacerbated by the sup-
ply chain complexities. Such complexities might also induce a lack
of trust, for instance due to disagreements among the actors of the
supply chain about AI values [67, 88]. Furthermore, LLM-based
services are shrouded in uncertainties due to their novelty and
fast-paced innovations in the field [58, 95, 140, 141]. Thus, knowl-
edge used traditionally as a vehicle for software trustworthiness
(e.g., audits for software quality, and agreement on software re-
quirements) is not available for LLM supply chains [3, 50]. Such
uncertainties are an additional cause of miscalibration or distrust.
Despite distrust, we still found reliance due to competing incen-
tives, which emphasizes that trust does not necessarily correlate
with reliance behaviors [124]. This is particularly important as AI
trust literature has used reliance as a proxy for trust [87], while or-
ganizational psychologists distinguish between trust as an attitude
and reliance as a behavior [76].

5.3.2 Tackling the impossibility of trust. These insights invite us
to explore the factors beyond trust that impact the production and
adoption of LLMs via reliance on various actors and artifacts, and
encouragemethodological caution to explicitly identify when trust
and reliance can be used interchangeably. In doing so, particular
attention should be brought to the object of trust and how it affects
behaviors, as we found that trust varies depending on the activity
and expectation at hand. E.g., employees trusted their organization
to develop good LLMs, while distrusting it about job displacement.
These insights also suggest adapting existing documentation tools
to integrate the mechanisms behind reliance decisions to facilitate
accountability in the supply chain.

As for circumventing the risks that reliance under miscalibra-
tion and distrust bring, organizations could focus on (i) promoting
transparency and enhanced accountability for contentious deci-
sions [29, 106], and (ii) ensuring the upholding of clear distributed
responsibilities [99, 139]. Prior work shows that trust can be com-
plemented or substituted by forms of governance such as contracts
[127]. To this end, shifting the expectations a trustor has of a trustee
could be effective. For instance, if it is not possible to comprehen-
sively test for the integrity of an LLM, processes could be in place to
continuously test (and correct) the LLM -based service after deploy-
ment. The responsibility for this could be allocated to the LLM pro-
ducer. The consumer would then not necessarily trust the LLM’s
performance or the capability of its producer to produce a “good”
system but instead the producer’s responsibility after deployment.

5.3.3 Revising obligations to counterbalance power dynamics hin-
dering calibrated trust and reliance. Recognizing that AI system de-
velopment is evolving as a supply chain, researchers [27, 29, 70]
have called for investigating the dynamics of theseAI supply chains,

their power relations, and their impact on accountability. Outside
the technological context, organizational psychology and informa-
tion systems researchers have shown the complex interplay be-
tween interpersonal and organizational trust and power [6, 45, 74,
131]. For instance, trustors need to place trust in a trustee espe-
cially when they do not have control over the trustee’s activity [45];
in turn, the power of the trustee (and trustor’s power in cases of bi-
directional trust) is reinforced with the trustor’s trust [6]; yet the
power of a trustee might also hinder trust in them [131]. While
our participants did not directly talk about power, our findings
strongly resonate with these ideas and hint at some ways in which
existing sources of power impact trust dynamics along the AI sup-
ply chain, ultimately impacting trustworthy AI.

Some trust relations towards upstream actors and trust cues put
forward by upstream organizations (e.g., scientific publications or
public responsible AI guidelines) have been related to the power
these organizations have to impact downstream stakeholders of
the AI supply chain. The economic and political power of certain
upstream organizations enables them to ultimately impact the cul-
tural image of AI and of themselves [82, 97, 129], for instance, by
influencing the direction of technological development [83, 96, 119,
137], the definition of AI transparency [136, 144], or the establish-
ment of other governance processes [22, 70]. Their power also en-
ables them to display potentially untruthful trustworthiness cues
we identified: for instance it is now well-understood that trans-
parency displays can act as a cue of integrity while the information
being displayed is carefully selected to provide a skewed impres-
sion of the system’s ability [16, 26, 31]. Note that in the cases we
identified where an upstream actor was the trustor toward a down-
stream trustee, this trustor again exerted power over the trustee by
allocating responsibility onto trustees. This was for instance the
case when producer or consumer organizations respectively ex-
pected and trusted the consumer organization or the end-users not
to over-rely on the LLM.This made apparent the regulatory power
these organizations have, accompanied by regulatory power of in-
stitutions that participants hinted at in the shape of generalized
trust in institutions. Second, the situations where trust was absent
but reliance present because of the absence of alternatives can be
associated with both market power—the AI arms race inciting or-
ganizations to deploy or adopt AI systems without trusting them
[47]—, and the power of the actor that is relied on—economic and
infrastructural power [83, 128] or the political control they can ex-
ercise, e.g., on the acceptable biases in the LLM [28, 79].

These insights re-emphasize the complexity of addressing mis-
calibrated trust, impossibility of trust, and over-reliance in the sup-
ply chain. Doing so would require interrogating how trust and
broader power dynamics affect whose voices are heard within the
chain, normatively deciding those to be prioritized [123], and ac-
counting for and potentially counter-balancing the power sources.
We encourage researchers to explicitly study these dynamics when
catering to AI trustworthiness. We also suggest policymakers to
build additional incentives for upstream trustees [68], for instance
by enforcing audits of the organizations and of their trust cues
[32, 43].
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5.4 Caveats, Limitations, and Methodological
Considerations

Our study represents one of the first efforts to explore trust along
the AI supply chain. Future work should explore the extent to
which the trust factors that we surfaced are strong predictors for
(mis)calibrated (dis)trust and (over) reliance. It is worth noting that
we only focused on a few LLM supply chains related to a small
set of sectors—only private institutions in highly-regulated sectors.
We did not account for all stakeholders in these supply chains (e.g.,
organizations’ accountants, contract managers, and developers of
foundation models are missing). Despite our exploratory recruit-
ment process, every supply chain is different and it is possible that
additional actors could be relevant. We acknowledge the struggles
stemming from conducting empirical work within organizations
of the AI supply chain, and the challenges in publishing all inter-
view data [113]. Finally, our choice of conceptual boundary for AI-
based services (i.e., the supply chain) merits further exploration.
This choice affected our insights — themultitude of factors we iden-
tified is explained at least partially by the topical shift we operated,
going from a technology-centric view on AI [20, 57] to seeing AI
as part of a system. Instead, an AI system could be considered to
be a fixed or dynamic ensemble of technical artifacts that drive an
AI service, or the object of study could be a supply chain centered
around a fixed provider or consumer organization. Since these al-
ternatives all bear implications in the study of trust and in the fu-
ture tools, policies, and regulations that would ensue, we acknowl-
edge our choice, and hope that future studies do so too.

6 CONCLUSION
By regulating the capability of AI systems and consequently miti-
gating their potential for harm, policymakers have focused on en-
hancing the trustworthiness of AI systems (e.g., the AI Act [85])
and hence increasing public trust. Simultaneously, HCI researchers
have investigated how to foster AI adoption and calibrated trust
among end-users or decision-subjects. In this work, we questioned
this assumed relation between trust in AI, the trustworthiness (abil-
ity) of AI systems, and their adoption. Inspired by prior works dis-
cussing AI supply chains [29, 139] and using LLMs as a use-case,
we opened up the scope of research on trust. We confirmed that
trust not only plays a role in adoption decisions but also powers
junctions of the supply chain that lead to developing the AI system
itself. We found that trust is developed via many interactions be-
tween the ability, benevolence, and integrity properties of artifacts,
individuals, and organizations in the supply chain. Finally, we re-
vealed the ambivalence of trust along the supply chain— some-
times necessary but prone to miscalibration, and sometimes un-
achievable due to disagreements or a lack of knowledge, or some
other times dispensable because of power dynamics.

Our findings call for HCI researchers and policymakers to ac-
count for the complexities of AI supply chains, to continuously
probe and evaluate the attitudes and behaviors along the chains’
junctions, and to normatively disambiguate the types of trust and
reliance we want to foster. These findings also invite researchers
to revise tools and workflows to facilitate responsible decision-
making and reporting by the supply chain actors, and to support

them in reflecting on the challenges brought by supply chain no-
tions of trust. Finally, policymakers and organizational governance
boards are encouraged to interrogate the dynamics they sustain in
the AI supply chains and to develop structures that would drive
more controlled adaptations to AI innovations.
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A POSITIONALITY STATEMENT
We acknowledge our positionality and its potential impact on our
study setup and the analysis of the interview transcripts. We, the
authors of this manuscript, identify with different genders and hail
from different continents. Some of us work in universities while
others work in industry. We all have training in computer science
and practical experience with machine learning and data science
projects. Some of us also have a background in human-computer
interaction, have conducted several empirical studieswithmachine
learning practitioners across the world, and bear a strong interest
in critical machine learning literature and trust in AI literature.
All of us acknowledge the harmful impacts that machine learn-
ing, and particularly LLMs, can have, both within their production
processes and in interaction with their users. As a result, we are
motivated by our desire to thoroughly inspect LLM supply chains
as socio-technical practices in order to identify human sources of
such harmful impacts and potential solutions. Accounting for our
positionality, we did our best to accurately report and fairly ac-
count for all opinions of the study participants.

Besides, some of the authors were acquainted with some of the
study participants before the study, either because these partici-
pants worked in the same organization or related organizations to
the ones of these authors. We made sure however to mitigate any
potential dynamic that could affect what the participants would
explain during the interviews (e.g., by ensuring them that the in-
formation would not impact any of the involved organizations).

Due to constraints from some organizations where we recruited
our participants (e.g., difficulty in accepting financial compensa-
tion for a study where a partner organization is involved), we de-
cided to homogenize our retribution process. For all employees of
organizations that contribute to developing, deploying, or consum-
ing LLMs, we did not provide any financial compensation –these
employees mentioned participated voluntarily with the intrinsic
motivation of reflecting on their own practices during the inter-
view, and learning about others’. Instead, those whose primary po-
sition revolves around using an LLM to conduct a task (e.g., cus-
tomer service agents) were compensated based on the duration of
the interview and a rate higher than the minimum rate in their
country. Compensating differently the participants is a shortcom-
ing of our study as we cannot knowwith certainty how it impacted
our participants’ responses. This does not however seem to bear
a significant impact on the responses (e.g., on average, the dura-
tions of the interviews with non-/compensated participants were
the same) as the compensated participants were not related to any
of the interviewers or their organizations.

B EXAMPLES OF QUESTIONS USED DURING
THE INTERVIEWS

While answering the following questions, our participants either
explicitlymentioned trust or trust factors (inwhich casewe prompted
them further about it), or they discussed relations between various
actors of the LLM supply chains (with potential reliance behaviors
and power dynamics) that we also explored further.

Understanding the interview participant’s work.
• Could you briefly talk about your role and responsibilities in

your current organization?

https://blog.google/outreach-initiatives/public-policy/our-commitment-to-advancing-bold-and-responsible-ai-together/
https://blog.google/outreach-initiatives/public-policy/our-commitment-to-advancing-bold-and-responsible-ai-together/
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• To what extent do you think your work is essential for the soci-
ety at large? Does it impact how meaningful you feel your work
is?

• What are the challenges you face when working with AI? What
are their causes?

• Are you aware of any effort to prevent such issues?What do you
think about them?

• What would you like to see organizations do about AI? -To curb
these issues? To mitigate any other AI issue?

• How much feedback do you receive about the impact of your
work? How does the feedback you receive about the impact of
your work influence the knowledge you have of its results?
Mapping the actors in the supply chain and the percep-

tions of the interview participants (e.g., related to responsi-
ble AI work).
• Who do you work with, and what is the nature of this work?
• Who do you think are the individuals inside or outside your or-

ganization that impact AI systems at your organization? It could
be a direct or indirect impact.

• How does it work in your organization for an AI system to be
accepted, i.e., deployed or adopted? Is there any responsible AI
consideration? Are there tests? Or other review processes?

• Can you describe the organizational actors that are related to
responsible AI, their role and work, and their impact?

• What challenges do all these actors face when working on or
along responsible AI efforts?

• Which actors do you think have the responsibility to work on re-
sponsible AI across organizations? Inwhat sense?And forwhich
reasons?

• Do you think any other individual could or should be involved?
Why and who?

• Do you think organizations are concerned with responsible AI?
Why? Should they be concernedwith responsible AI?Why?What
should organizations do about responsible AI? What should be
their roadmap?

• If you have experience with other organizations, do you think
things are similar in the other organizations? Why or why not?
And in what sense?

• Do your thoughts on responsible AI match those of other indi-
viduals at your company and/or other organizations you work
with? What’s the organizational culture?
Delving into consumption junctions.

• Do you use AI-related tools in your daily work? Which ones?
Why these ones? How / who decided on them?

• What are the main benefits of AI? How useful is it in your work?
• Can you talk about bad experiences you had with AI?
• Are you aware of any effort to prevent such issues?What do you

think about them?
• What would you like to see organizations do about AI? -Would

you like to get any kind of training or onboarding? any informa-
tion that you would like to access about AI?
Delving deeper into responsible AI activities.

• Organizational-level considerations:
– Do you see any tension between responsible AI and the work

of any organization? Have you ever encountered or identified

trade-offs among responsible AI efforts, or between such ef-
forts and other objectives?

– What, if any, are some of the challenges you see with respon-
sible AI within your company or the clients you work with?

– What do you think you and your role can or should bring in
comparison to others in the organization?

• Participant-level considerations:
– How difficult is the responsible AI work, and why?
– What are the main hurdles you encounter in your daily work

related to responsible AI?
– Can you describe challenging situations you’ve faced with

responsible AI? What happened? Why did it happen? Addi-
tional prompts: lack of expertise, support from the organiza-
tion, time, budget, conflicting interests.

– Challenges brought by responsible AI efforts: Have there been
any efforts towards responsible AI, that have turned into hur-
dles for your ownwork?What happened? (e.g., time-consuming
review processes, lack of information to fill in documentation)

– Do you have any wishes to help you in relation to RAI and
possibly these challenges?

Trust-specific questions. [Adapted to the role of the partici-
pant in the LLM supply chain.]
• Do you trust the organization building the AI?
• Do you trust the organization that is using your AI system?
• What do you think of the final end-users?
• Why do you trust them (or not)? In what sense do you trust

them?
• Who else do you trust or distrust among all these actors you

described?
• What kind of due diligence should one dowhen building or using

AI?
• What would the organization / actor need to do for you to trust

them more?

C DETAILS ABOUT OUR DATA ANALYSIS
PROCESS

Initial marker codes used during the familiarization phase can be
found in see Table 5. These included trustors, trustees, trust activ-
ities, vulnerabilities, and positive expectations, as well as factors
impacting trust. In this phase, aligned with organizational psychol-
ogy literature that distinguishes attitudes (such as trust) from be-
haviors (such as reliance), we also annotated any relevant quote.
This later resulted in theme 3 about the complex interplay between
trust and reliance, as it was not always evident that trust was ac-
tually at play at the supply chain junctions.

In the second stage of analysis, we started by re-working and
enriching the initial codes. We looked back at these codes, merged
and reconciled similar ones, and dug deeper into composite codes
and broke them down further.We also coded relations between the
basic marker codes as trust is fundamentally relational, e.g., the ab-
sence or presence of trust between certain entities at different junc-
tions. Using all our prior descriptive codes, we investigated how
they associate together, for example by considering each type of
trustor, trustee, or junction, and analyzing potentially relevant pat-
terns.This enabled us to identify surprising patterns within our ini-
tial results, e.g., the bi-directionality of trust relations or the need
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Type of code Codes
Actors related to individuals (e.g., product manager, UX re-

searcher, manager or less senior in the hierarchy), re-
lated to organizations (provider, consumer, end-user,
annotator, within or in-between organizations)

Other entity
types

technical artifact (LLM algorithm versus LLM sys-
tem), abstract concepts

Junctions of the
supply chain

development decisions, deployment decisions, adop-
tion decisions, usage decisions

Expectations trustworthy output, useful output, responsible devel-
opment, ability to do one’s own work

Vulnerabilities social, environmental impact, organizational risks,
individual risk

Table 5: Preliminary marker codes inspired from the litera-
ture on trust and human-AI collaboration.

for trust. Organizational psychology literature also partially drove
our analysis. For instance, when we noticed that multiple trustees
referred to abstract concepts, we associated this observation to the
concept of ‘generalized trust’ that crystallized this sub-category of
code in our analysis.

In the third stage of analysis, we developed the larger themes.
We first found the nature of trustees to be the most relevant dimen-
sion due to the points of interest we identified from comparing
similar trustees, such as the similar expectations and vulnerabil-
ities within trustees of the same nature, and the challenges that
emerged for specific trustees, e.g., the lack of agreement on what
is an AI trustee. This drove the development of themes 1 and 2. Yet,
we also found merit in comparing trust factors, attitudes and be-
haviors, across types of trust relations as they might sometimes be

intertwined, impacting each other, or not necessarily even distin-
guishable. For instance, certain trustors talk about trusting an AI
system, but they rapidly substitute this initial trustee with trust in
other individuals or organizations. These observations pushed for
the creation of the third theme. This is why the final themes start
with the traditional focus on AI systems as trustees, then expand to
other trust relations we identified that are typically not discussed,
and finally shows how these various relations relate to each other.

Note that the three stages were not exactly sequential. Because
of the large number of interviews, we conducted these stages se-
quentially for each interview transcript, but did not wait to have
conducted all interviews to do so. Instead, we did so simultane-
ously with the progress on the interviews, e.g., we conducted five
interviews and then these three stages, then conducted more inter-
views and the stages for these new interviews, etc. We also looked
at the batches of interview transcripts altogether not to miss any
interesting patterns in-between related participants or in-between
codes. For instance, only few participants mentioned certain as-
pects of generalized trust, that we would not have identified as
predominant and relevantwithout comparing our codes across var-
ious batches of interviews. All in all, this process was iterative, as
it led us to repeat the three stages several times based on the new
interview data acquired.

The first author conducted all the interviews and went through
all transcripts and all stages. The third and fourth authors partici-
pated in interviews with ten participants, wrote memos that were
used in the first stage, and the third author additionally conducted
the three stages for the first five transcripts and discussed with the
first author to reconcile their codes and themes.The second, fourth,
and fifth authors were later involved several times when conduct-
ing the second and third stages to discuss latent codes, put them
in parallel with existing literature, and shape the final themes.
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